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The Era of Generative AI

Chatbot as an Interface

OpenAI(2024), Google(2024)
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The Era of Generative AI

Generative AI Market Growth

Market.us(2023), towards healthcare(2023)

Text to Image Text to Audio Text to Video
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The Era of Generative AI

The Landscape of Generative AI Services

Leonis Capital(2022)
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The Era of Generative AI

Generative AI Market Growth

Market.us(2023)
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Definition

Generative AI vs Discriminative AI

https://learnopencv.com/generative-and-discriminative-models/

Generative Models Discriminative Models

Objective
Model data distribution to 

generate new samples

Learn decision boundary for 

accurate classification

Training Approach
Unsupervised

/Self-supervised Learning

Supervised

/Semi-supervised Learning

Type of Learning Probabilistic Modeling Discriminative Modeling

Data Generation
Can generate new samples 

resembling training data

No inherent data generation 

capabilities

Decision Boundary
Capture complex decision 

boundary indirectly

Learn explicit decision boundary 

between different classes

ML Models
Markov chains, Naïve Bayes, 

GMM

Logistic regression, SVM, CRF, 

Decision trees

- Generative artificial intelligence is artificial intelligence capable of generating text, images or other data 

using generative models, often in response to prompts. 

- Generative AI models learn the patterns and structure of their input training data and then generate new 

data that has similar characteristics. 
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Training Methods

Training Generative AI using Neural Network

▪ Given dataset examples                       from true data distribution          , 

we train a neural network with parameter    , which map data points from known distribution 

(such as Gaussian) to some predicted distribution            by minimizing some loss (i.e. KL 

divergence) between            and          . 

https://blog.openai.com/generative-models/
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Training Methods

Training Generative AI using Self-supervised Learning

R. Krishnan et al., Nature Biomedical Engineering(2022)

Contrastive Learning Generative Pretraining
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History of AI and Generative AI

History of AI and Generative AI

https://www.adlittle.com/cn-en/insights/report/generative-artificial-intelligence-toward-new-civilization
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Generative AI Timeline

https://github.com/davidADSP/Generative_Deep_Learning_2nd_Edition

Deep Learning Algorithms for Generative AI

▪ Generative Adversarial Networks(GAN)

- A framework of estimating generative models via 

adversarial process of simultaneously training a 

generative model capturing data distribution and 

discriminative model to distinguish real and 

generated data. 

▪ Denoising Diffusion Probabilistic Models(DDPM)

- A diffusion probabilistic models which is a class of 

latent variable models inspired by considerations 

from nonequilibrium thermodynamics.
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Generative Adversarial Network

Generative Adversarial Network

▪ Fix the generator, then train discriminator to distinguish samples of real images from samples 

synthesized by the generator

https://www.slideshare.net/xavigiro/deep-learning-for-computer-vision-generative-models-and-adversarial-training-upc-2016 
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Application of Generative Adversarial Network

Enhance the quality of low-dose CT to normal-dose CT

J. M. Wolterink et. al, IEEE Trans. Medical Imaging(2017)
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Application of Generative Adversarial Network

Source : Yang Lei et al., Medical Physics(2019)

MRI-CT Convsersion

- MRI-only based synthetic CT generation using dense cycle consistent generative adversarial networks
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Diffusion Models for Image Translation

Source :https://jalammar.github.io/illustrated-stable-diffusion/

Image Generation using latent Diffusion Models 

▪What is diffusion process?
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Diffusion Models for Image Generation

Source : P. Sanchez et al.(2022), P. Chambon et al.(2022)

Generation of Chest X-ray Images from Text Promt
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Diffusion Models for Image Generation

Source : A. Kazerouni et al., Medical Image Analysis(2023)

Applications of DDPM to Medical Image Analysis

Anomaly Detection
Generation of Temporal Image
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Generative AI Timeline

https://github.com/davidADSP/Generative_Deep_Learning_2nd_Edition

Deep Learning Algorithms for Generative AI

▪ Recurrent Neural Networks(RNNs)

- A type of artificial neural network which uses 

sequential data or time series data. These deep 

learning algorithms are commonly used for 

ordinal or temporal problems, such as language 

translation, natural language processing (NLP), 

speech recognition.

▪ Transformers and GPT 

- A deep learning architecture trained to generate 

sequences using self-attention mechanism. The 

autoencoding encoder part of Transformer is 

called BERT while the autoregressive decoder 

part is called GPT.
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Transformers

https://jinglescode.github.io/2020/05/27/illustrated-guide-transformer/

Recurrent Neural Network vs Transformers



Generative Models

20

Transformers

https://jinglescode.github.io/2020/05/27/illustrated-guide-transformer/

Transformer Architecture
- BERT is a Transformer encoder, which means that, for each position in the input, 

the output at the same position is the same token (or the [MASK] token for masked 

tokens), that is the inputs and output positions of each token are the same. Models 

with only an encoder stack like BERT generate all its outputs at once.

- GPT is an autoregressive transformer decoder, which means that each token is 

predicted and conditioned on the previous token. This makes these models really 

good at tasks like language generation, but not good at classification. These 

models can be trained with unlabeled large text corpora from books or web articles.

BERT GPT

Input

Masked

likelihood

Input

Next

likelihood
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Transformers

https://velog.io/@easter423/GPT-3-vs-GPT-3.5-vs-ChatGPT, A. J. Thirunavukarasu et al., Nature Medicine (2023)

Timeline and Model Size of Large Language Models

https://velog.io/@easter423/GPT-3-vs-GPT-3.5-vs-ChatGPT
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Multimodal Generative Models

https://www.linkedin.com/pulse/multimodal-generative-ai-tarun-sharma-zzf9c/, @aaronsim

Multimodal AI

▪A single model that can digest and generate

cross-domain dataset

https://www.linkedin.com/pulse/multimodal-generative-ai-tarun-sharma-zzf9c/
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Multimodal Generative Models

OpenAI(2023), Google(2023)

Multimodal AI

▪A single model that can digest and generate cross-domain dataset
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▪ Performance of ChatGPT on a Radiology Board-style Examination

Medical Applications of GenAI Clinical Evaluation of General-purpose LLMs

Source : R. Bhayana et al., Radiology(2023)



▪ Performance of Various Open-source and Commercial LLMs for Nephrology Questions

Medical Applications of GenAI Clinical Evaluation of General-purpose LLMs

Source : S. Wu et al., NEJM AI(2024)



▪ Using LLM for Facilitating Truly Informed Consent

Medical Applications of GenAI LLMs for Informed Consent Form

Source : F. N. Mirza et al., NEJM AI (2024)



▪ Integration of LLMs into EMR/EHR

Medical Applications of GenAI LLMs for Medical Note Taking

Source : Nuance(2023), 



▪ Retrieval Augmented Language Model

Medical Applications of GenAI LLM with Retrieval Augmented Generation

Source : C. Zakka et al., NEJM AI (2024)

- A large language model framework augmented with retrieval capabilities for medical guideline and 

treatment recommendations to prevent generating incorrect and sometimes even toxic statements



Medical Applications of GenAI LLM for Clinical Question Answering

▪ Large language models encode clinical knowledge
- PaLM(540B parameter LLM) and its instruction-tuned variant, Flan-PaLM2 achieves state-of-the-art 67.6% 

accuracy on MedQA (US Medical Licensing Exam-style questions), surpassing the prior state of the art by 

more than 17%. 

- Instruction prompt tuning, a parameter-efficient approach for aligning LLMs to new domains using a few 

exemplars which is called Med-PaLM, performs encouragingly well on consumer medical QA. 

Source : Karan Singhal et al., Nature(2023)
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Medical Applications of GenAI LLM for Clinical Question Answering

▪ Towards Expert-Level Medical Question Answering with Large Language Models
- Med-PaLM 2 bridges performance gap by a combination of base LLM improvements (PaLM 2), medical 

domain finetuning, and prompting strategies including a novel ensemble refinement approach.

- In pairwise comparative ranking of 1066 consumer medical questions, physicians preferred Med-PaLM 2 

answers to those produced by physicians on eight of nine axes pertaining to clinical utility (p < 0.001).

Source : Karan Singhal et al., arXiv(2023)



Medical Applications of GenAI LLM for DDx

▪ Towards Accurate Differential Diagnosis with Large Language Models
- Med-PaLM 2-based LLM optimized for diagnostic reasoning, and evaluate its ability to generate a DDx alone 

or as an aid to clinicians.

- LLM for DDx has potential to improve clinicians’ diagnostic reasoning and accuracy in challenging cases, 

meriting further real-world evaluation for its ability to empower physicians and widen patients’ access to 

specialist-level expertise.

Source : Daniel McDuff et al., https://arxiv.org/pdf/2312.00164.pdf



▪ Vision-Language Model for Automatic Radiology Report Generation
- The model learns features from raw radiology reports, which act as a natural source of supervision.

- For each pathology, a positive and negative prompt are generated and by comparing the model output for 

the positive and negative prompts, the self-supervised method computes a probability score for the pathology, 

and this can be used to classify its presence in the chest X-ray image.

Medical Applications of GenAI Automatic Generation of Radiology Reports using VLM

Source : J. Huang et al., JAMA Network Open(2023)



Medical Applications of GenAI Automatic Generation of Radiology Reports

Source : Ro Woon Lee et al., (2024), Rad AI(2024)



▪ Evaluation and Comparison Generative Models for Radiology Image Interpretation

Medical Applications of GenAI Automatic Generation of Radiology Reports

Source : Ro Woon Lee et al., Diagnostics (2024)



Medical Applications of GenAI Prediction of Future Events

▪ Prediction of All Diseases and Outcomes of a Future Visit form Previous Visits
- TransformEHR: transformer-based encoder-decoder generative model to enhance prediction of disease 

outcomes using electronic health records

Source : Z. Yang et al., Nat. Comms.(2023)
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Medical Applications of GenAI Large Multimodal Foundation Models in Medicine

▪ Med-Flamingo: A Multimodal Medical Few-shot Learners

Source : M. Moor et al., arXiv(2023)



Medical Applications of GenAI Multimodal Foundation Models in Medicine

▪ Med-PaLM M : Generalist Approach to Multimodal Foundation Models in Medicine
- Med-PaLM M is a large multimodal generative model that flexibly encodes and interprets biomedical data 

including clinical language, imaging, and genomics with the same set of model weights. 

Tao Tu et al., NEJM AI (2024)



Medical Applications of GenAI Multimodal Foundation Models in Medicine

▪ Med-PaLM M : Generalist Approach to Multimodal Foundation Models in Medicine
- Med-PaLM M reaches performance competitive with or exceeding the state of the art on all MultiMedBench

tasks, often surpassing specialist models by a wide margin.

Source : Tao Tu et al., arXiv2307.14334 (2023)



Medical Applications of GenAI Multimodal Foundation Models in Medicine

▪ RadFM : Towards Generalist Foundation Model for Radiology
- Based on a large-scale Medical Multi-modal Dataset, MedMD, consisting of 16M 2D and 3D medical scans, 

Radiology Foundation Model, termed as RadFM is developed and evaluated. 

Source : Chaoyi Wu et al., arXiv2308.02463 (2023)
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▪

- Data Collection : Clinical history, treatment outcome, genomic or other molecular data altogether?

- Privacy : Free from de-anonymization? Consent for multimodal data?

- Regulatory Approval : Medical Device or not? Approval of FM?

- Clinical Trial : How to evaluate FM-based medical devices or GMAI?

- Usability : What would be the user interface of GMAI? Input and output? Jailbreak-free?

- Deployment : Cloud-based or on-premise. Multimodal Integration? Continuously updated or frozen models.

- Safety : Hallucination-free? Trustworthiness of the output? Over or mis-use?

- Liability : Who’s in charge of adverse event? FM developer? Service Provider? Clinician?

 

Considerations of Medical Gen AI Challenges and Potential Risks

S. Gilbert et al., Nature Medicine(2023), B. Mesko et al., npj Digital Medicine(2023)

Challenges and Potential Risks of LLMs and LMMs as a Medical Device

Development

Monitoring

Validation

Deployment



▪ Can LLMs be regulated as a Software as a Medical Device?

Considerations of Medical Gen AI LLMs or LLM as a SaMD

S. Gilbert et al., Nature Medicine(2023)



▪ International Efforts for Guiding Proper Use of LLM and LMM in Healthcare

Considerations of Medical Gen AI LLM or LMM as a SaMD

WHO(2024), B. Huo et al., Nature Medicine(2023)



Considerations of Medical Gen AI Future Perspective
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Approval Clinical Trials

▪ Current Status of AI-based SaMD
- The number of FDA/MFDS approved/cleared AI/ML-based SaMD is increasing fast.

- However, most of the approved medical devices are using unimodal input, intended for specific use. 



▪ Current Status of AI-based SaMD
- Even though the number of claims are increasing, AI/ML adoption is slower than expected

- This is partly due to the fragmented product/market structure of AI/ML SaMD

Considerations of Medical Gen AI Future Perspective

Kevin Wu et al., NEJM AI(2024),https://dieurope.com/radiology-ai-at-a-glance/



Considerations of Medical Gen AI Future Perspective

▪ Toward Generalist Medical AI
- A generalist medical AI(GMAI) models will be capable of carrying out a diverse set of tasks using very little or 

no task-specific labelled data. 

- Built through self-supervision on large, diverse datasets, GMAI will flexibly interpret different combinations of 

medical modalities, including data from imaging, electronic health records, laboratory results, genomics, graphs 

or medical text.

- Models will in turn produce expressive outputs such as free-text explanations, spoken recommendations or 

image annotations that demonstrate advanced medical reasoning abilities. 

Pranav Rajpurkar (2023)
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