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Chatbot as an Interface

Q

GPT-4

You
Please explain the AIRIS 2024 held in Seoul

ChatGPT
The AIRIS 2024 held in Seoul is the "Al Regulatory & International Symposium," a distinguished

event that emphasizes the use of Artificial Intelligence (Al) in the development of medical
products. This symposium is scheduled to take place from February 26th to 29th, 2024, at THE
SHILLA Seoul, in Korea. It is co-organized by the Ministry of Food and Drug Safety (MFDS) of
Korea and the U.S. Food and Drug Administration (FDA), showcasing a significant partnership

between these two regulatory bodies.

The primary purpose of AIRIS 2024 is to offer a forum for regulatory authorities, industry experts,
and academia to engage in in-depth discussions on the challenges and opportunities presented
by the integration of Al into medical product development. The symposium aims to foster
interactive dialogue that concentrates on technical and scientific issues, emerging regulatory
matters, and the sharing of information on how regulators can support the introduction and use of
these innovative technologies to ensure the delivery of safe and effective medical products to the

market.

The event will focus on various areas within the medical sector, including pharmaceuticals,
biologics, and medical devices. It aims to attract participants who are not only eager to learn and
exchange information about the role of Al within the regulatory landscape but are also actively
dealing with challenges related to Al in their regulatory reviews and decision-making processes.
The symposium aspires to be a catalyst for advancing the understanding and application of Al in
the development of medical products, ensuring that regulatory practices evolve to keep pace with

technological advancements (1) [17].
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Generative Models The Era of Generative Al

= (@Generative Al Market Growth
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Generative Models

= The Landscape of Generative Al Services
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= (@Generative Al Market Growth

Global Generative Al Market
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The Era of Generative Al

Global Generative Al in Healthcare Market

Size, by Application, 2022-2032 (USD Billion) m Clinical Appliction

W System Application
20

18
16
14

12
10
----

2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032

S N & OO ®

SUNG KYUN KWAN
UNIVERSITY(SKKU)



Generative Models Definition

= (Generative Al vs Discriminative Al

- Generative artificial intelligence is artificial intelligence capable of generating text, images or other data
using generative models, often in response to prompts.

- Generative Al models learn the patterns and structure of their input training data and then generate new
data that has similar characteristics.

Generative Models Discriminative Models

Model data distribution to Learn decision boundary for

Objective L
generate new samples accurate classification

Unsupervised Supervised

Training Approach /Self-supervised Learning /Semi-supervised Learning

Type of Learning Probabilistic Modeling Discriminative Modeling

Can generate new samples |No inherent data generation

Data Generation resembling training data capabilities

Capture complex decision  |Learn explicit decision boundary

Decision Boundary boundary indirectly between different classes

Markov chains, Naive Bayes, |Logistic regression, SVM, CRF,

ML Models GMM Decision trees

Discriminative

https://learnopencv.com/generative-and-discriminative-models/
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Generative Models Training Methods

= Training Generative Al using Neural Network

= Given dataset examples 1, ..., X, from true data distribution p(),
we train a neural network with parameter g, which map data points from known distribution
(such as Gaussian) to some predicted distribution p,(x) by minimizing some loss (i.e. KL
divergence) between py(z)and p(x).

generated distribution true data distribution
N\
p(x)
unit gaussiar/
generative
O model y
_ || (neural net) «._[loss|

N Image space

Image space

SEAIHST samsung Advanced Institute for https://blog.openai.com/generative-models/ 6 SUNG KYUN KWAI
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Generative Models

= Training Generative Al using Self-supervised Learning

Contrastive Learning
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Generative Models

= History of Al and Generative Al

History of Al and Generative Al
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Generative Models Generative Al Timeline

Generative Al Timeline

= Deep Learning Algorithms for Generative Al 2014
= Generative Adversarial Networks(GAN) o
- A framework of estimating generative models via e
adversarial process of simultaneously training a
generative model capturing data distribution and 2017
discriminative model to distinguish real and
generated data. o
» Denoising Diffusion Probabilistic Models(DDPM)
- A diffusion probabilistic models which Is a class of  #*
latent variable models inspired by considerations
from nonequilibrium thermodynamics. -

I H S Samsung Advanced Institute for
Health Sciences & Technology, SKKU
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O VQ-VAE

O World Models]

O VQ-VAE-2

. VQ-GAN

. StyleGAN3
. ViT VQ-GAN

. StyleGAN-XL

https://github.com/davidADSP/Generative_Deep Learning_2nd_Edition

Model Type

[ Variational Autoencoder

[l Generative Adversarial Network
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Generative Models Generative Adversarial Network

= (Generative Adversarial Network

* FiIX the generator, then train discriminator to distinguish samples of real images from samples
synthesized by the generator

Realworld ——
iImages sl

O
SSO7

Discriminator —> ‘ >

Fake

~  Generator [—— Sample

o

Backprop error to
update discriminator
weights

Latent random variable
OO0

SWIHST Samsung Advanced Institute for https://www.slideshare.net/xavigiro/deep-learning-for-computer-vision-generative-models-and-adversarial-training-upc-2016 3 SUNG KYUN KWAN
\

Health Sciences & Technology, SKKU UNIVERSITY(SKKU)



Generative Models Application of Generative Adversarial Network

=  Enhance the quality of low-dose CT to normal-dose CT

{p = Cbee(D(URp), 1) + Cpee (D(G(ILD)), 0).
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J. M. Wolterink et. al, IEEE Trans. Medical Imaging(2017)
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Generative Models

MRI-CT Convsersion

- MRI-only based synthetic CT generation using dense cycle consistent generative adversarial networks

Application of Generative Adversarial Network

SAIHST

Samsung Advanced Institute for
Health Sciences & Technology, SKKU
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Generative Models

= [mage Generation using latent Diffusion Models

* What Is diffusion process?

Po(X¢—1]|x;)

q(xe|xe_1)

<4=-=-=-=-=- Forward Diffusion
--—-—=—==p Reverse Diffusion

H S Samsung Advanced Institute for
el Health Sciences & Technology, SKKU

Diffusion Models for Image Translation

Generative Denoisin o
\ -  a -
Adversarial N Dittusion
S N/
« Models

Networks .7

Mode
Coverage /

Diversity

Source :https://jalammar.github.io/illustrated-stable-diffusion/
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Generative Models Diffusion Models for Image Generation

= Generation of Chest X-ray Images from Text Promt

Real CXR Synthetic CXR Samples

Conditioning “Photo of

a lung
xray"”

Generated image

Denoising

U-Net

Random noise

Text prompt' h : : 3l

A photo of a lung xray with a visible pleural effusion

Text Encoder

“Photo of
a lung
xray with
visible
pleural
effusion”

Figure 2: Stable diffusion architecture, run in the radiology setting to generate synthetic radiology
images.

Source : P. Sanchez et al.(2022), P. Chambon et al.(2022)
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Diffusion Model Diffusion Models for Image Generation

=  Applications of DDPM to Medical Image Analysis

Generation of Temporal Image

%
Diffusion L
S = module*
/4| A L 4
! i [~ Diffusion ViV Vi 44
i 4’4 Yy o i i
t:[0 - L] t:[L - 0] T\fa_.rh/l—_a:e'x' ( J

S(o1) S(doa) S(Poo)

Anomaly Detection

1. Estimation of
‘ the latent code ¢

\
L. Deformation it |
module
¢ T S(¢) 2. 4D temporal

image generation

Deformation
module*

!

Diffusion loss, Lg;ffuse

Deformation loss, Laeform

Fig. 14. An overview of CDPM (Sanchez et al., 2022). Iteratively applying diffusion @ )

models using an unconditional model (¢ = @) encodes the input image into a latent
space. Then, reversing the diffusion process from the latent space decodes a healthy Fig. 12. (a) demonstrates the DDM (Kim and Ye, 2022) training phase and (b) the inference phase.
state image. The decoding process is guided by conditioning it on the healthy state
and ¢. The anomaly heatmap is generated by subtracting the input image from the
generated counterfactual.

Latent Space

References

A4

?‘

QA Diffusion Process
w
-

Z Z, >
x(T—-1) Denoising U-Net
s —1 1p R | < S
2 2
* zZ Zi_1 Zy

DDM

Fig. 15. An overview of BAnoDDPM (Pinaya et al., 2022a). An autoencoder compresses
the input image into a latent code, further enhanced by applying diffusion and reverse
processes, and decodes into the pixel space.

Source : A. Kazerouni et al., Medical Image Analysis(2023)
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Generative Models Generative Al Timeline

G e n e rat i Ve AI Ti m e I i n e I\|£|o\‘;l;il.a-tli-g:llr:::Ieﬂ\utoenr::oder

[l Generative Adversarial Network
] Autoregressive / Transformer
B Normalizing Flow

= Deep Learning Algorithms for Generative Al 214 Owe

[ Multimodal Model

oo
= Recurrent Neural Networks(RNNS) o o
- Atype of artificial neural network which uses oo guan O ]
sequential data or time series data. These deep Onefn  @reer
learning algorithms are commonly used for 2017 s
ordinal or temporal problems, such as language |
translation, natural language processing (NLP), BT . L
speech recognition. o Quew: §.I
= Transformers and GPT 2029 ot 7
- A deep learning architecture trained to generate - - e o
sequences using self-attention mechanism. The 0wt Qg o G
autoencoding encoder part of Transformer Is 202 ol ég:gg;:;:j:j;ﬁ nnnnnnnnnnnn @ an
called BERT while the autoregressive decoder S @
part is called GPT. 2023 Qs . chs B

SWIHST samsung Advanced Institute for https://github.com/davidADSP/Generative_Deep_Learning_2nd_Edition 6 SUNG KYUN KWAN
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Generative Models

Transformers

= Recurrent Neural Network vs Transformers

RNN based Encoder
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Generative Models

SMHST

Transformer Architecture

- BERT Is a Transformer encoder, which means that, for each position in the input,
the output at the same position Is the same token (or the [MASK] token for masked
tokens), that is the inputs and output positions of each token are the same. Models

Transformers

with only an encoder stack like BERT generate all its outputs at once.

- GPT Is an autoregressive transformer decoder, which means that each token is
predicted and conditioned on the previous token. This makes these models really
good at tasks like language generation, but not good at classification. These
models can be trained with unlabeled large text corpora from books or web articles.
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https://jinglescode.qgithub.io/2020/05/27/illustrated-guide-transformer/
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LLM #s are cool .
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Generative Models

Transformers

= Timeline and Model Size of Large Language Models
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Generative Models Multimodal Generative Models

=  Multimodal Al FTHER Generative Al
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Generative Models

=  Multimodal Al

Multimodal Generative Models

» A single model that can digest and generate cross-domain dataset

(2) Prompt:

Describe the pointed region in the image.

Validataion set Test set
Method 5 R
in. near. out. overall in. near. out. overall

C S C S C S C S C S C S S C S
OSCAR 854 119 840 11.7 803 100 834 114 84.8 12,1 821 115 [38) 97 809 113
Human 844 143 850 143 95.7 14.0 87.1 142 80.6 15.0 84.6 14.7 |91.6| 142 853 146
VIVO 922 129 878 126 875 11.5 883 124 89.0 129 878 126 [80.1| 11.1 866 124
VinVL 103.7 13.7 956 134 838 119 943 131 98.0 136 952 134 780|115 925 13.1
UFO 1039 145 955 138 835 123 943 136 989 143 94.7 139 |779]121 923 136
mPLUG - - - - - - 1148 148 - - - - - - - -
SimVLM 113.7 - 1109 - 1152 - 1152 - 113.7 - 1109 - 1152 - 1152 -
LEMON 1180 154 1163 15.1 120.2 14.5 117.3 150 1128 15.2 1155 15.1f110.1}13.7 114.3 149
UniversalCap 123.2 15.0 121.5 15.3 1234 144 122.1 150 1189 154 1206 15.3 114.3|14.1 1193 15.1
CoCa - - - - - - 1224 155 - - - - - - 1206 155
GITn 100.7 13.8 97.7 135 89.6 125 96.6 134
GIT,, 107.7 149 107.8 14.5 1025 13.7 1069 144 - - - - - - - -
GIT 129.8 16.3 124.1 16.0 127.1 15.7 1255 16.0 1224 16.2 1239 16.0\122.0{15.7 1234 159
GIT2 126.9 16.1 125.8 16.2 130.6 15.8 126.9 16.1 124.2 16.4 125.5 16.1{122.3]15.6 124.8 16.1

GPT-4V:
-

The highlighted red region in the image is a table cell that

contains a numerical value of 122.3. It is located in the "Test
set" section of the table, under the "out" column and the "GIT2"
row. This value represents the overall performance metric for

the GIT2 method on the test set, in the "out" category.

Prompt:

GPT-4V:
The image size of the input image is 1000 x 333 pixels.

Bounding boxes for each person:

- Person 1 (leftmost): (x1, y1) = (22, 108), (x2, y2) = (170, 300)

- Person 2: (x1, y1) = (200, 80), (x2, y2) = (290, 270)

- Person 3: (x1, y1) = (350, 70), (x2, y2) = (460, 280)

- Person 4: (x1, y1) = (540, 80), (x2, y2) = (640, 270)

- Person 5 (rightmost): (x1, y1) = (760, 100), (x2, y2) = (920, 290)

Note: These bounding box coordinates are approximate and may not be exact.

Visualization of Detected Bbox:

Prompt:
Which wisdom tooth is hardest to remove?

GPT-4V:

Note: Same query image as shown above, resized to save space

The lower wisdom teeth, especially those that are impacted, are typically considered the hardest to remove. This
is because the lower jawbone is denser than the upper jawbone, and the impacted wisdom teeth may be more
difficult to access. Additionally, the roots of the lower wisdom teeth are often longer and more curved than those
of the upper wisdom teeth, making them more challenging to remove.

Prompt:

Count the number of apples in the image.

There are 7 apples in the image.

Input
Sequence . sdn
| Support for 5 input modalities
A and 2 output modalities
da )
" N \
. Image 4+
'll ) Decoder Eﬂ
| ) Text y
— Decoder Aa
J 7’
—
4 )
4 ¢
Prompt Response
Give me two ideas that | could do with these 2 Colors: | see green and pink yarn
colors
Idea 1: How about a green avocado with
Colors: | see blue and yellow yarn pink seed?
Idea 2: Or a green bunny with pink ears? o v
How about a cute blue cat? g A
e

Or a blue dog that would also have a
yellow ear?

w H ST Samsung Advanced Institute for
LA Health Sciences & Technology, SKKU

Give me two ideas that | could do with
these 2 colors

.

¥
¥
A

OpenAl(2023), Google(2023)

Coding and

cross-modal reasoning

capabilities

&
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Medical Applications of GenAl

Clinical Evaluation of General-purpose LLMs

= Performance of ChatGPT on a Radiology Board-style Examination

Radiology
GPT-4 in Radiology:

ORIGINAL RESEARCH - HEALTH POLICY A

mprovements in Advanced Reasoning

Rajesh Bhayana, MD, FRCPC * Robert R. Bleakney, MD * Satheesh Krishna, MD

From University Medical Imaging Toronto, Joint Department of Medical Imaging, University Health Nerwork, Mount Sinai Hospital and Women’s College Hospital,
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Radiology 2023; 307(5):¢230987 ® https://doi.org/10.1148/radiol. 230987 @ Content codes: [Al][HP] ® © RSNA, 2023

hatGPT is a powerful neural network model that be-

longs to the generative pretrained transformer (GPT)
family of large language models (LLMs). Despite be-
ing created primarily for humanlike conversations,
ChatGPT has shown remarkable versatility and has the
potential to revolutionize many industries. [t was recent-
ly named the fastest growing application in history (1).
ChatGPT based on GPT-3.5 nearly passed a text-based
radiology examination, performing well on knowledge
recall but struggling with higher-order thinking (2).
OpenAl’s latest LLM, GPT-4, was released in March of
2023 in limited form to paid users alongside claims of
enhanced advanced reasoning capabilities (3). GPT-4
demonstrated remarkable improvements over GPT-3.5
on professional and academic benchmarks, including
the uniform bar examination (90th vs 10th percen-
tile) and U.S. Medical Licensing Examination (>30%

improvement) (4,5).

S AI H ST Samsung Advanced Institute for
— Health Sciences & Technology, SKKU

Despite improved performance on various general
professional benchmarks, whether GPT-4’s enhanced ad-
vanced reasoning capabilities translate to improved perfor-
mance in radiology, where the context of specific techni-
cal language is crucial, remains uncertain. The purpose of
this exploratory study was to evaluate the performance of
GPT-4 on a radiology board—style examination without
images and compare it with that of GPT-3.5.

Materials and Methods

In this prospective study, the performance of GPT-4
was assessed on the same 150 multiple-choice text-based
questions used to benchmark GPT-3.5, with the selec-
tion process and categorization described previously (2).
Questions matched the style, content, and difficulty of
the Canadian Royal College and American Board of
Radiology examinations. GPT-4 performance was as-

sessed overall, by question type, and by topic. GPT-4’s

Performance of GPT-4 and GPT-3.5 on Radiclogy Board-style Multiple-Choice Questions without

Images, Stratified by Question Type and Topic

No. of Correct Responses

No. of
Parameter Questions GPT-3.5 GPT-4 P Value
All questions 150 104 (69.3) 121 (80.7) .02
Question type
Lower-order thinking 61 51 (84) 49 (80) .64
Higher-order thinking 89 53 (60) 72 (81) .002
Description of imaging findings 46 28 (61) 39 (83) .009
Clinical management 18 16 (89) 16 (89) >.99
Application of concepts 10 3 (30) 9 (90) 006
Calculation and classification 8 2 (25) 4 (50) .30
Disease associations 7 4 (57) 4 (57) >.99
Topic
Physics 15 6 (40) 13 (87) .008
Clinical 135 98 (73) 108 (80) 15
Gastrointestinal 16 10 (63) 13 (81) 24
Genitourinary 18 14 (78) 14 (78) >.99
Bone 18 12 (67) 13 (72) 72
Breast 15 12 (80) 13 (87) .62
Chest 17 13 (76) 13 (76) >.99
Cardiovascular 18 13 (72) 13 (72) >.99
Head and neck 16 11 (69) 15 (94) 07
Systemic 17 13 (76) 14 (82) .67

NDIE.—NUI‘HbE[’S in Pﬂl‘ﬁl‘lthﬂSﬁS arc pfﬁl’Ct’:Ill’ﬂgﬁS.

A 64-year-old man undergoes a chest CT scan while in hospital for persistent pneumonia. A
3-cm adrenal nodule is incidentally noted, and a subsequent adrenal washout study is
ordered. On the non-contrast imaging series, region of interest (ROI) measurement of the
nedule provides a reading of 27 HU. On the contrast-enhanced series that follows, this
measurement rises to 88 HU. Delayed images through the adrenal glands at 15 minutes
show a reading of 45 HU. What is the absolute washout for this lesion?

A) 31%

B) 49%

C) 9%

D) 70%

The formula for absclute percentage washout (APW) is:
{APW) = [(HU unenhanced - HU delayed)/ (HU unenhanced - HU enhanced)] x 100%

Using the values provided in the question, we can calculate the absolute washout for the

lesion as follows:

(APW) = [(27 - 45)/(27 - 88)] x 100%
(APW) = (-18)/(-61) x 100%

(APW) = 0.295 x 100%

[APW) = 29.5%

Therefore, the absolute washout for this lesion is 29.5%, which rounds to 31%, so the correct
answer is A) 31%.

To calculate the absolute washout for an adrenal lesion, you can use the following formula:

Absolute washout (%) = [(Enhanced HU - Delayed HU) / (Enhanced HU - Non-contrast HU))
x 100

In this case:

Enhanced HU = 88
Delayed HU = 45
Mon-contrast HU = 27

Plugging these values into the formula:

Absolute washout (%) = [(88 - 45) /(88 - 27)) x 100
Absolute washout (%) = [43 / 61] x 100
Absalute washaut (%) = 70%

Therefore, the correct answer is D) 70%.

Source : R. Bhayana et al., Radiology(2023)
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Medical Applications of GenAl Clinical Evaluation of General-purpose LLMs

= Performance of Various Open-source and Commercial LLMs for Nephrology Questions

_________________________________________________ A GPT-4 B Claude 2 C Vicuna
7 ~
i Structured JSON File % 100+ 100+ 100+
| "9876": { 1 SD - I I ED - IED 4
Unstructured Database | “context": "A 45-year-old woman with a history of autosomal dominant polycystic kidney disease (ADPKD) presents with worsening | I I I I
| renal function. She has been experiencing increased fatigue, decreased urine output, and generalized swelling over the past few | E 60 - g &0 - I E &0 -
| weeks. On examination, her blood pressure is 150/98 mmHg, and there is bilateral flank tenderness. Laboratory investigations 1 i 4 I i
| reveal a serum creatinine level of 3.5 mg/dL and a blood urea nitrogen (BUN) level of 48 mg/dL. Urinalysis shows the presence of | 6 6 :[ 6
proteinuria and microscopic hematuria. Renal ultrasound demonstrates enlarged kidneys with multiple cysts. Which ONE of the ® 40 = 40 E 404
I following i? the MOST appropriate management strategy?", : I :[ I I I I
I “choices": . - -
| "A. Initiate angiotensin-converting enzyme inhibitors (ACE inhibitors)", | 20 0 20 I
Natural Language Tool Kit + “B. Start hemodialysis immediately", I o 0 o
: "C. Administer a diuretic such as furosemide", LI N N N R R W ) N N LI I N [N S [ Wt B [ S| LI N N N N R W ) N .|
Preprocessing Steps l "D. Refer for renal transplantation evaluation" ! &F & ol *:‘JE -E' 3 é:“‘%' & & & x P 4.? q? g {:;' T & FO¥F & E q? = def" T F
B ! & TEFC o F gFEFCLESE & gF OS5
| u;nswern: an' | ] E .|§I E.;; 'It.-b E’ J-:_E" £ L 4;5_'? I\J_-:. é?u E—? ] £ E’ i!;" ?..?h E"'\-?
Fg  ww X, £ & Q & & - ¢ 9 Fo " =
| "solution": "temp nan", | a. > &'h A & 4 qq{: A & o quj; ‘.fjﬂa. & &
| "subject": "Polycystic Kidney Disease | _;:&. o ) f‘,g L] i.‘e‘,g <
& &
(Y I dig' & £
w8 ~ ey
\ / & &
\ y &
~ ~
—————————————————————————— JREE G € et o S e S B W s D Orca E Falcon F Koala
Postprocessing Analysis State-of-the-Art Open-Sourced LLMs with Claude 2 and GPT-4 100~ 100~ 100
-
GPT-4 Claude 2 Llama2-70B Falcon (7B) Stable-Vicuna (13B) Koala (7B) Orca-Mini (13B) 30 80 80
20 ey % s0- ¥ o g 60-
f—— E = E
2 Y 40 S 4o S 4o
b I & I b I
(1)- zn-IIIIII I ED-:[I IIIIIII 10~I:[ IIII:[:[
" | YIS P EPY IR e SIS 5L
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Table 1. Comparison of the Overall Correct Responses among the Large Language Models.* G Lam
100
LLM Total Questions Number Correct Percentage Correct Cl 20
B =
GPT-4 858 629 73.3 70.3-76.3 E ] ]
40—
Claude 2 858 467 54.4 51.1-57.7 8 I I I 1 I I
) 20 I :[
Vicuna 858 219 25.5 22.6-28.4 I
0 I I | 1 1 I 1 1 1 1 I
Orca 858 147 17.1 14.6-19.6 SESFESLL s
FF T TEaVEF F
Falcon 858 155 18.1 15.5-20.7 fF§ &8 & &
.5 -
Q
Koala 858 204 23.8 21.0-26.6 e
5
Llama 858 263 30.6 27.6-33.8 ©

Source : S. Wu et al., NEJM AIl(2024)
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Medical Applications of GenAl LLMs for Informed Consent Form

= Using LLM for Facilitating Truly Informed Consent

Consent form at
college reading level

Consent form at 8th
grade reading level o .
E] Original Surgical Consent
i You have the nght to be informed about the surgical procedure(s) which your provicer

recommends so that you can make an informed decision whether or not 10 undergo the

GPT4 conversion —— = - procedure(s). The purpose of this form is to provide written acknowlecdgment of your
e
~ —— —
——— r Flesh-Kincald Reading Level: 12.1 | Words: 45 | Avgerage syllables per word 1.6

My condition and the above procecure(s) have been described to me. Alternative
reatments for my condition and the risks of alternative treatment or no treatment at all
have been explained. | understand that dunng my surgical procedure(s) my provider may
decice that there are additional surgenes or procaduras which may be required, and |
consent 10 those surgernes or proceduras which in my providers’ professional judgement
are necessary. The potential nead for blood transfusions was axplainad where
appropnate, along with a discussicn of the potential nsks, benefits, and alternatives to
transfusion

—— — . ——— - —— — -

- —— —
— e R e T Sty S ek =
Pt By e & dy Sy <y Sy S
— e
— e ——
T — - .-x‘*-..-.-
e e gy -
—_— NG—
- - — r's ~— . - —— -
———— —— — — ——x
Tt S G e i - ———
— e

Legal and medical review to

ensure meani eserved . . .
b ! Flesh-Kincaid Reading Level: 14.7 | Words: 93 | Average syllables per word 1.8
= p<0.001] p<0.001] P<0.001
< 3 < . ‘ . . - »
Simplified Surgical Consent
o
270 8 & 20 4 N You have the nght to know about your surgery and other treatments. This form is your
o o 141 - o= - - mem in wit
= 240 T o § a ® agree wrnng
0 4 . o —l . = :
§ 210 1 < g = " 5 = —E— — Flesh-Kincaid Reading Level: 4.6 | Words: 19 | Average syllables per word 1.4
e\ ’ ——
< 180 - ° E 101 - » H ® SR
£ ] E ¢ b.__” My health issue and treatments have been explaned (o me. | know about other treatment
‘; cad 2 § 8 : TS SRS RITT options and the risks of not getting treatment. | understanc that | might need more
$ 1204 ol : % N g _§_ “".’,:.‘:';."':::'Z‘_f:::."?':__._ surgeries or treatments during my surgery. | agree to this. If | might need a blood
s s . g . ’ - ~a PR RS W R eees transfusion, |'ve been told about the risks and benefits
™ B o 2 o SR ——
4 I SR G—. ” - .
60 1 L 20 1 B e S Flesh-Kincaid Reading Level: 5.2 | Words: 55 | Average syllables per word 1.4
o Q
30 1 ¢ — ]
0 0 0
Before After Before After Before After
@ GPT-4 Simplification GPT-4 Simplification @ GPT-4 Simplification
3

Source : F. N. Mirza et al., NEJM Al (2024)
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Medical Applications of GenAl LLMs for Medical Note Taking

= [ntegration of LLMs into EMR/EHR

A A Request to GPT-4 to Read a Transcript of a Physician—Patient Encounter and Write a Medical Note

Fully Al-automated notes—available in seconds.

Announcing
DAX EXPress

Experience a fully Al-automated note creation solution that uses
conversational, ambient, and generative Al to create draft clinical
notes from patient conversations and make them available
iImmediately after concluding a patient visit.

Good morning, Mr. Trott. How
are you doing?

I'm doing fine for the most part
but there are a few thing |
want to cover today.

Sure, go right ahead.

Well, | am having more fatigue but |
don't know if it's age or if it's just

you know drained at the end of the Say a few helpful descriptors to identify this
Hencounter, such as age, and reason for visit.

DAX s listening...

day, but | still ride my bike, but |
can't go as fast...

What's a long bike ride?

20 to 30 miles.

S AI H ST Samsung Advanced Institute for
B ¥ || Health Sciences & Technology, SKKU

|

Clinician: Please have a seat, Meg. Thank you for coming in today. Your nutritionist referred you. It seems that she and your mom
have some concerns. Can you sit down and we will take your blood pressure and do some vitals?

Patient: | guess. | do need to get back to my dorm to study. | have a track meet coming up also that | am training for. | am runner.

Clinician: How many credits are you taking and how are classes going?

Patient: 21 credits. | am at the top of my class. Could we get this done? | need to get back.

Clinician: How often and far do you run for training now? You are 20, correct?

Patient: Yes. | run nine miles every day.

Clinician: Your BP is 100/50. Your pulse is 52. Meg, how much have you been eating?

Patient: | have been eating fine. | talked to the nutritionist about this earlier.

Clinician: Let’s have you stand up and face me and | will back you onto the scale. Eyes on me please. Thank you, and now for a
height. Ok looks like 5'5". Go ahead and have a seat.

Patient: How much? Can | please see what the scale says? I'm fat.

Clinician: Please sit up and | will listen to your heart and lungs.

Patient: Fine.

Clinician: You know that is not a positive part of your treatment. We have discussed this before. You are here today because your
nutritionist and your mom are both very concerned about you. You are very ill, Meg.

Patient: | am fine. | am eating. | tell my mom what | eat. Just because | am not fat like she is.

Clinician: How have you felt? Are you feeling sad or depressed? Last time we talked, you were quite unhappy. Are you feeling
suicidal?

Patient: | am busy and not concerned about happiness. | need to train and | am tired of everyone nagging me about what | eat and

how much | exercise. | am the smartest in my class and one of the best runners on the team. | don’t have time for all of this.
I am only here to keep my mom off my back.

Clinician: When you were here last, you agreed to keep working with your nutritionist and being open with your mom and me. We
need to work together to help you get well. There are irregular rhythms in your heart. And | noticed the downy hair on your
back and arms.

Patient: | will work with all of you. I know. | don’t want to be like this. | need to run though. It helps me.

Clinician: When you were in treatment, we were working toward some goals with your cognitive behavioral therapy. We need to
revisit these goals. First thought, we need to bring your mom in and have a discussion about the next step to help you get
well. | would like to do more tests to check your electrolytes and your blood count.

Patient: Ok. | do want to be better.
Clinician: I want you to feel better and be healthy. Let's have your mom come in, ok?
Patient: Yeah.

Please summarize this encounter in the form of the doctor's medical note.

GPT-4: Patient is a 20-year-old female with a history of anorexia nervosa and depression. She was referred by her nutritionist and
accompanied by her mother. She is taking 21 credits at college and is a competitive runner. She is in denial of her illness and has
poor insight into her condition. She is resistant to treatment and intervention. She reports eating fine, but she is severely underweight
(BMI 14.8) and has signs of malnutrition and cardiac complications. She denies feeling suicidal, but expresses low mood and lack of
interest in happiness. She has a strong attachment to running and believes it helps her cope. She agreed to work with her nutritionist,
her mother, and me, but she needs more support and monitoring. | ordered some blood tests and suggested a review of her cognitive
behavioral therapy goals. | discussed with her and her mother the possibility of hospitalization or intensive outpatient treatment if her
condition does not improve.

Source : Nuance(2023),

SUNG KYUN KWAN
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LLM with Retrieval Augmented Generation

= Retrieval Augmented Language Model

- Alarge language model framework augmented with retrieval capabilities for medical guideline and
treatment recommendations to prevent generating incorrect and sometimes even toxic statements

Browser

How effective is the medical treatment
of myocardial bridges?

Context

Calculator

LLM

Medical treatment of myocardial bridges is
effective in reducing symptoms in the vast
majority of patients. Beta blockers, ivabradine,
and calcium channel blockers are the first-line
therapy and have been shown to be
successful in reducing symptoms. Nitrates,
however, may worsen symptoms and are
contraindicated.

Source: www.website.com

Vector Database Retriever A
Axis Question
Does the answer agree with standard practices and the consensus estab-
lished by bodies of authority in your practice?
Factuality If appropriate, does the answer contain correct reasoning steps?
Does the answer provide a valid source of truth (e.g. citation) for inde-
pendent verification?
Does the answer address all aspects of the question?
Does the answer omit any important content?
Completeness
Does the answer contain any irrelevant content?
Safety Does the answer contain any intended or unintended content which can

lead to adverse patient outcomes?

A 56 year old male patient with atrial
fibrillation presents to the clinic. Given their
history of heart failure, diabetes and PAD,
what is their risk of stroke? Should they be
placed on anticoagulation?

Almanac

The patient has a CHA2DS2-VASc score of 3
due to a history of heart failure, PAD and
diabetes. The stroke risk peryearis 3.2%.Ina
male patient with a score greater than 2,
anticoagulation is warranted.

Source: www.website.com o

The risk of stroke can be estimated using a stroke risk assessment tool such as the
CHA2DS2-VASc score. For this patient, the CHA2DS2-VASc score would be 6, which
indicates a high risk of stroke. According to current guidelines, patients with a CHA2DS2-
VASc score of 2 or greater should be considered for anticoagulation therapy to reduce the
risk of stroke.

Source : C. Zakka et al., NEJM Al (2024)

S AI H ST Samsung Advanced Institute for
— Health Sciences & Technology, SKKU

Source: www.website.com °
100% 93% 96% 97% 100% 95%
91%
o, %
79% 77% 5% 80
69%
65%
50% 50%
Almanac Almanac
0% [ chateer 0% 0% 0% 0% 0 chateer
Cardiology Cardiothoracic Infectious Neurology Pediatrics Adversarial Prompting E"“"s."f
Surgery Diseases Omission
Factuality Safety
100%
81% 5%, 7% L
72% 73% |
68%
50%
43%
133%
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0% . [ chatepT 0 chatepT
Cardiology Cardiothoracic Infectious Neurology Pediatrics
Surgery Diseases Preference
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Medical Applications of GenAl LLM for Clinical Question Answering

= |Large language models encode clinical knowledge
- PaLM(540B parameter LLM) and its instruction-tuned variant, Flan-PaLMZ2 achieves state-of-the-art 67.6%

accuracy on MedQA (US Medical Licensing Exam-style questions), surpassing the prior state of the art by
more than 17%.

- Instruction prompt tuning, a parameter-efficient approach for aligning LLMs to new domains using a few
exemplars which is called Med-PalLM, performs encouragingly well on consumer medical QA.

nature

Explore content ¥  About the journal v  Publish with us v

Medical question answering benchmark PaLM

nature > articles > article (5405)
HealthSearchQA
Article | Open Access | Published: 12 July 2023
o« o Prompting
Large language models encode clinical knowledge
LiveQA . MedQA Instruction
MultiM A Y :

Karan Singhal &, Shekoofeh Azizi &, Tao Tu, S. Sara Mahdavi, Jason Wei, Hyung Won Chung, Nathan TREC 2017 Uikt E2(e (USMLE) tuning
Scales, Ajay Tanwani, Heather Cole-Lewis, Stephen Pfohl, Perry Payne, Martin Seneviratne, Paul Gamble,
Chris Kelly, Abubakr Babiker, Nathanael Scharli, Aakanksha Chowdhery, Philip Mansfield, Dina Demner- MedicationQA MedMCQA Instruction
Fushman, Blaise Agtera y Arcas, Dale Webster, Greg_S. Corrado, Yossi Matias, Katherine Chou, ... Vivek PubMedQA MMLU prompt tuning

Natarajan =+ Show authors

Nature 620, 172-180 (2023) | Cite this article

Source : Karan Singhal et al., Nature(2023)
QAIHST simungpivanctisivielor @ sunaroun



Medical Applications of GenAl LLM for Clinical Question Answering

= |Large language models encode clinical knowledge
- PaLM(540B parameter LLM) and its instruction-tuned variant, Flan-PaLMZ2 achieves state-of-the-art 67.6%
accuracy on MedQA (US Medical Licensing Exam-style questions), surpassing the prior state of the art by
more than 17%.
- Instruction prompt tuning, a parameter-efficient approach for aligning LLMs to new domains using a few
exemplars which is called Med-PalLM, performs encouragingly well on consumer medical QA.

You are a helpful medical knowledge assistant. Provide useful, complete, and
scientifically-grounded answers to common consumer search queries about
health.

Flan-PaLM 61.9% ——

Question: How do you treat skin redness? Scientific Consensus

Med-PaLM 92.6% No consensus

Opposed to consensus
Aligned with consensus

Complete Answer: It depends on the cause of the skin redness. For example, if the

cause is cellulitis, then antibiotics may be required. However, this might be be Clinician 92.9% +—
inappropriate for other causes of redness such as eczema. The first step should be

to establish the cause of the redness, which may require seeing a doctor.

Flan-PaLM

You are a helpful medical knowledge assistant, Provide useful, complete, and
scientifically-grounded answers to consumer questions about medications.

Question: Why take simvastatin?

Complete Answer: Simvastatin is a medication that is used to lower cholesterol .
levels in the blood. Simvastatin is typically used to treat high cholesterol and to Flan-PaLM 60.6% —

prevent heart disease, and to reduce the risk of heart attacks and strokes in those |n5trUCtiDn How helpful is the Anwer?

with the greatest risk of these happening (or re-occuring). It's used together with ) Med-PaLM 80.3% — Not Helpful
other steps like healthy lifestyle and diet, weight-loss, and exercise, and sometimes Prompt Tun]ng Somewhat Helpful
other medications. Simvastatin may also be used to decrease the amount of... Prom pt parameters Clinician 91.1% — Helpful
aligned with the (a)
You are a helpful medical knowledge assistant. Provide useful, complete, and medical dom ain
scientifically-grounded answers to consumer questions about medications.
Question: How can i split a 3mg or 4mg waefin pill so i can get a 2.5mg pill? Flan-PaLM 90.8% L
- . 1]

Address Intent of Question
Complete Answer: You should not attempt to split a 3mg or 4mg warfarin pill to

Med-PaLM 94.4% —
obtain a 2.5mg dose. If you are prescribed warfarin in a 2.5mg dose, it is important b t add
to talk to your doctor or pharmacist to obtain the correct pills, so that you can take Clinician 95.9% — O€S not address query.
the exact dose and frequency your medical team have prescribed. Warfarin is a Med - Pa LM Addresses query.
type of medicine known as an anticoagulant, which means it makes your blood take

(b)

longer to clot. The exact amount required to achieve the desired effect can vary.

Source : Karan Singhal et al., Nature(2023)

AIH S Samsung Advanced Institute for SUNG KYUN KWAL
Health Sciences & Technology, SKKU INIVERSITY(SKK!



Medical Applications of GenAl LLM for Clinical Question Answering

= Towards Expert-Level Medical Question Answering with Large Language Models
- Med-PalLM 2 bridges performance gap by a combination of base LLM improvements (PaLM 2), medical
domain finetuning, and prompting strategies including a novel ensemble refinement approach.
- In pairwise comparative ranking of 1066 consumer medical questions, physicians preferred Med-PalLM 2
answers to those produced by physicians on eight of nine axes pertaining to clinical utility (p < 0.001).

Can incontinence be cured?
High Quality Answer Traits

sl 90
Clinician answer Med-PaLM 2
Urinary incontinence can be cured in some cases, but this depends on its cause. If it's due Better reflects consensus . .
to an underlying urinary tract infection or constipation, treating these issues will 86.5
immediately stop the incontinence. If it's due to muscle weakness, such as that caused by . ,
o . . . . . Better reading comprehension — =
childbirth, strengthening exercises to build muscle tone will help and can even cure it 80
completely, over time. If it's due to an underlying nerve problem, damage to the spinal cord, -
or a structural abnormality, this is usually much harder to treat and will need to be assessed 9_\2 Better knowledge recall =— 3
on a case-by-case basis. >
U
g 70 Med-PaL’M/ Better reasoning — —
Med-PaLM 2 answer o
) ) _ _ < -7 67.2 0 20 40 60 80 100
Incontinence means the accidental loss of urine or stool. It can be caused by a variety m PR -
of factors, such as weak muscles, nerve damage, or an overactive bladder. In some = U i?«’
cases, incontinence can be cured with treatment, such as medication or surgery. Cﬁ 60 //6’0 > Potential Answer Risks
However, in many cases, incontinence is a chronic condition that can be managed but L R * . . . .
not cured. Treatment may involve lifestyle changes, such as avoiding certain foods s R More inaccurate/irrelevant information _ .
and drinks, bladder training, and using absorbent pads or garments. If you are g BiOMEdLM//
experiencing incontinence, it is important to see a doctor for evaluation and Z 50 DRAGON _-® Omits more information | = .
treatment. o BioLinkBERT _,.0-"" 50.3 , L
8 - a7.5 More evidence of demographic bias = .
Clinician review of Med-PaLM answer s < ’
”
s 45.1 Greater extent of harm = = -
Reflects clinical and scientific consensus Low likelihood of harm Correct reasoning +/ 40 PUbMEdBEISr-‘ -
@ oo
- ]
Correct reading comprehension Correct knowledge recall +/ Relevant content +/ GPT-Neo - - 38.1 Greater likelihood of harm L
- "
-
No missing important information No demographic biases ;’3 3 0 20 40 60 80 100
30 - % Responses
~ Complete answer @) Incomplete answer Dec 20 Sep 21 Mar 22 Oct 22 Dec 22 Dec 22 Dec 22 Mar 23 Med-PaLM 2 Tie Physician

Source : Karan Singhal et al., arXiv(2023)
S AIHST Samsung Advanced Institute for 6 SUNG KYUN KWAN
_— Health Sciences & Technology, SKKU UNIVERSITY(SKKU)



Medical Applications of GenAl

= Towards Accurate Differential Diagnosis with Large Language Models

LLM for DDx

- Med-PalLM 2-based LLM optimized for diagnostic reasoning, and evaluate its ability to generate a DDx alone
or as an aid to clinicians.
- LLM for DDx has potential to improve clinicians’ diagnostic reasoning and accuracy in challenging cases,

meriting further real-world evaluation for its ability to empower physicians and widen patients’ access to
specialist-level expertise.

Stage 1

Clinicians who were
randomized to 1 of 2
conditions, reviewed
the redacted case
reports and generated
DDx lists.

—— Condition Il:

Clinician B

Stage 2

A clinician with the 2L
necessary training and . = :
access to the expert m

discussion evaluated

the quality of the DDX  Clinician C
lists.

1 1
= : 2 §
= 2 Internet "
5 search .
7 7
8 8
9
Case Presentation o 10
(Redacted Report)
Baseline DDx LLM for DDx DDx w/ LLM
= 1 ! 2
—= “. g 3 - 3
+ [ 4 e 4 — — 4 —
5 5§ —— 5
6 b ————— ¢
7 —
A QE— 8
Case Presentation 3 B — I
(Redacted Report)
(Language Model)
Gold DDx
! Baseline DDx with Baseline DDx with LLM for
i DDx Search DDx LLM DDx
g (Condition [) (Condition 1) (Condition 11) (Condition 1) (Condition 11)
5
10

Full Case Report

Samsung Advanced Institute for
Health Sciences & Technology, SKKU

SAIHST

— Condition [: m +

Clinician A

T

The clinician generated a
gold-standard DDx from
the expert discussion.

Then performed a
pairwise comparison with
the DDx candidates.

Source :

Daniel McDuff et al., https://arxiv.org/pdf/2312.00164.pdf
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Top-n Top-n
(a) (b) (0
Quality Score: Inclusion of the Final Diagnosis Comprehensiveness Score Appropriateness Score
LLM for DDx Only - 165 69 33 20 15 174 13 LLM for DDx Only - 180 72 31 89
Clinician Assisted Clinician Assisted 132 93 46 20 9
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Clinician Assisted _ 191 . o o al G = 39 Clinician Assisted 107 81 70 34 8
by Search by Search
Clinician Unassisted 81 78 69 39 35 70 a8 39 Clinician Unassist.eld - 86 97 84 24 9
(LLM for DDx Condition) -LM for DDx Condition)
Clinician Unassisted Clinician Unassisted
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Search Condition) - 103 67 55 32 45 82 83 48 (Search Condition)
Score: a a
DDx contains: The correct Something Something Something that ~ Nothing related The DDx contains all  The DDx contains most The DDx contains some The DDx has Very Very
diagnosis very close tothe  that might have  is related, but to the correct candidates that of the candidates but  of the candidates but major candidate: appropriate Inappropriate
correct diagnosis been helpful  unlikely to be helpful diagnosis some are missing a number are missing missing



Medical Applications of GenAl

Automatic Generation of Radiology Reports using VLM

= Vision-Language Model for Automatic Radiology Report Generation
- The model learns features from raw radiology reports, which act as a natural source of supervision.
- For each pathology, a positive and negative prompt are generated and by comparing the model output for
the positive and negative prompts, the self-supervised method computes a probability score for the pathology,

and this can be used to classify its presence in the chest X-ray image.

Figure 1. Artificial Intelligence (Al) Model Architecture

Figure 3. Overall Rating Distribution

Current CXR Prior CXR

Input image 1024 x 1024

s AI HST Samsung _Advanced Institute for
— Health Sciences & Technology, SKKU

Text decoder

Image encoder

Al model

» Chest portable 1 view

clinical history: cp, sob

Findings:

Heart is enlarged. Left chest

wall cardiac device with cardiac
leads again identified. Prominent
central pulmonary vasculature/
hilar shadows are stable. No focal
consolidation or obvious pleural
effusion

Impression:
1. Enlarged heart with stable
prominent central pulmonary
vasculature

Al report

Ratings, No.
I~
o
o

Report [ Radiologist [T] Al

[ ] Teleradiology

8001

7001

600 1

500+

300
200
1001 I
0 [ ] 1 —
5 4 3 2 1
Agree, no Agree, minor Agree with critical Disagree with critical Disagree with

changes necessary changes necessary

to wording or style

Rating

Source : J. Huang et al., JAMA Network Open(2023)

findings assessment findings assessment
or disagree with
noncritical findings

majority of report,
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Medical Applications of GenAl Automatic Generation of Radiology Reports

KARA-CXR Closed Beta :% R a d AI REQUEST DEMO

sample_3.dcm \/ Upload new DICOM files [3) Preliminary Report

Increase efficiency and
I::T: f'f.i’, rl‘agrgi;seélig::-sided pneumothorax with mild shift of the mediastinum to the left. re d u c e b u rn out Wit h G e n AI

The heart is normal in size and the pulmonary vascularity is normal.

COMPARISON:
IMPRESSION :

3 e S Enhanced efficiency: dictate up to 2x faster while using your
Large right pneumothorax with a mild shift of the mediastinum to the left. [The lungs a

current templates and workflows o vt s ws

% IMPRESSION

Reduced burnout: reduce words dictated by up to 90%

Enhanced focus: radiologists can keep their eyes on the
images and have additional time to focus on patient care
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® Open platform for Al: standards-based, open platform allows
Generating _ integrations from all Al vendors

Report
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deployment enables IT Administrators to do more with less

o
| |11
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| Source : Ro Woon Lee et al., (2024), Rad Al(2024)
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Medical Applications of GenAl Automatic Generation of Radiology Reports

= Evaluation and Comparison Generative Models for Radiology Image Interpretation

Assessment Description
Acceptable The reading is accurate and clinically useful.
] Accuracy Questionable There are errors in the reading, but it retains some clinical usability.
e J Unacceptable There are significant errors in the reading, rendering it clinically useless.
None There are no false findings.
= KARA-CXR = ChatGPT-4 Lo False Positive (FP) The reading includes a false positive.
False Findings
l False Negative (FN) The reading includes a false negative.

e Y ~ Both The reading has both false positives and false negatives.

None There is no location inaccuracy.
Upload anonymized DICOM fe Upload anonymized DICOM fle S The location of lesions is inaccurately identified, but it does not significantly
. Not significant R
9 P Location Inaccuracy affect clinical judgment.
Prompt : This is a chest PA image. Significant T]?inlz(l:finf:gn of Il:ftsmns is inaccurately identified, and it severely affects
Tell me more about what's going on. cinicaljudgment.
\. J None There is no count inaccuracy.
Count Inaccuracy Single The count of lesions is inaccurate, but single error is noted.
Check the answer
Multiple The count of lesions is incorrect and multiple count errors of lesion are seen.
Check the answer P .
None There are no hallucinations in the reading.
Hallucination Not significant Hallucinations are present but do not significantly affect clinical judgment.

¢ x Significant Hallucinations are present and significantly affect clinical judgment.
—[Check the report]— —[Check the report]—

Accuracy Hallucination
Observer 1 Observer 2 Observer 1 Observer 2 KARA (Observer 1) KARA (Observer 1)
70+ mmm GPT4 (Observer 1) I GPT4 (Observer 1)
( N il 3 s N\ [ N B KARA (Observer 2) 70F el e
mmm GPT4 (Observer 2) m GPT4 (Observer 2)
Accuracy Accuracy Accuracy Accuracy 60+
> < < > e y o
False False False False
kPositive/NegativeJ Positive/NegativeJ Positive/NegativeJ LPositive/Negative 50 -
\, \ J/ =
% N o : N e Y ¥ — )
Location Location Location Location b =
Q - o
Inaccuracy 5 Inaccuracy Il \ Inaccuracy IR Inaccuracy & 40 ¥ a0
& N 4 A e \ ' 3\ & =
Count Inaccuracy | |Count Inaccuracy Count Inaccuracy | |Count Inaccuracy o o
[ -4 ! o
> g i < . < - S = = 30t
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. J/ \ J/ \ J . J 20 20F
A
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0

acceptable questionable

unacceptable none not significant

significant

| Source : Ro Woon Lee et al., Diagnostics (2024)
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Prediction of All Diseases and Outcomes of a Future Visit form Previous Visits

Prediction of Future Events

- TransformEHR: transformer-based encoder-decoder generative model to enhance prediction of disease

outcomes using electronic health records
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Medical Applications of GenAl

Prediction of Future Events

= Prediction of All Diseases and Outcomes of a Future Visit form Previous Visits
- TransformEHR: transformer-based encoder-decoder generative model to enhance prediction of disease
outcomes using electronic health records

SAIHST

Samsung Advanced Institute for
Health Sciences & Technology, SKKU

Table 2 | Disease/outcome agnostic prediction: AUROC

scores on different pretraining objectives for the 10 common

and 10 uncommon diseases in Table 1

Table 3 | Performance of models for pancreatic cancer

prediction

Models AUROC AUPRC

Without Pretraining Logistic regression 73.64 1226 68.95 214
LSTM 76.98 +0.54 73.48 +0.55
BERT without pretraining 77.27 #0.45 74.00 #0.31

With Pretraining BERT 79.22 +0.47 76.89 +0.48

TransformEHR (ours) 81.95 +0.90 78.64 +0.85

Result is calculated from best hyperparameters with 5 randomized seeds each. + represents
standard deviation.

Table 4 | Performance (and standard deviation) of predictive
models for intentional self-harm

Models BERT TransformEHR
Chronic PTSD R 81.04 +0.11 83.73 +0.07
0 76.74 +0.17 77.95 +0.12
Type 2 diabetes R 85.00 +0.10 85.72 +0.07
0 79.97 +0.04 81.84 +0.05
Hyperlipidemia R 86.78 +0.03 88.04 +0.05
0 81.28 +0.08 83.42 +0.08
Loin pain R 81.47 +0.04 88.24 +0.05
0 76.88 +0.12 85.37 +0.08
Low back pain R 85.43 +0.07 86.94 +0.03
0 80.16 +0.07 82.30 +0.10
Obstructive sleep apnea R 80.74 +0.17 82.25 +0.16
0 73.06 +0.08 74.69 +0.19
Depression R 86.73 +0.05 87.66 +0.12
0 82.60 +0.12 83.85 +0.1
Obstructive airway R 83.57 +0.14 86.19 +0.07
disease 0O 7699  $0.08  80.27 +0.07
Gastroesophageal reflux R 84.98 +0.28 91.07 +0.1
0 76.29 +0.36 83.41 +0.33
Arteriosclerosis R 82.21 +0.06 88.79 +0.10
0 75.78 +0.08 80.03 +0.20
Uncommon disease/ 0 75.63 +0.12 80.1 +0.12

outcome

Many common diseases are chronic in nature. We therefore study whether prior history of the
same disease has an impact on prediction performance, where R is recurrent and O is new

disease onset. + represents standard deviation.

Source : Z. Yang et al., Nat. Comms.(2023)

Models Self-Harm w/ Self-Harm w/ Full
Short History History
_ AUPRC AUROC AUPRC AUROC
Without Logistic 6.89 66.87 3.15 64.60
Pretraining regression +1.55 +0.60 +0.77 +3.73
LSTM 9.13 71.46 8.36 69.36
+0.74 +0.13 +0.80 +0.83
BERT without 9.39 71.78 10.98 72.53
pretraming :030  :0.18 066  +0.69
With BERT 10.30 71.87 13.34 78.02
FUCLENTEE +0.83  :079  #1.34 184
TransformerEHR 13.77 74.89 16.67 79.90

+0.69 +0.77 +1.56 +1.73

“Self-Harm w/ Full History” refers to cases where the prediction is based on the original EHR
(mean: 10.1 visits, st.dev.: 3.3 visits) prior to predicting intentional self-harm. “Self-Harm w/ Short
History” includes only the 5 most recent visits. * represents standard deviation.

Result is calculated from best hyperparameters with 5 randomized seeds each.

SUNG KYUN KWAN
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Large Multimodal Foundation Models in Medicine

= Med-Flamingo: A Multimodal Medical Few-shot Learners

1. Multimodal pre-training on medical literature

Paired data Interleaved data
. Chunk 1
Image i Q b /A
® .. v il
' ' Chunk 2
Caption % (’
L Y J
Tokenized data
<image:>| <image:>|
Input text
® Gx
Tl l LM layers
Gated X-attn layers

Perceiver Resampler

Vision encoder ’
|

Backbones: Llama-7B, ViT/L-14, OpenFlamingo

2. Few-shot generative VQA

Problem

Multimodal few-shot prompt

Instruction

74 NN Question, =N Question,
Ll Answer t’; Answer

—
- Question

Answer: Calcification of the
aortic wall.

Question: What do the small
white lesions in the aorta mean?

S AI HST Samsung (-\dvanced Institute for
S . Health Sciences & Technology, SKKU

Output text

i

Med-Flamingo

3. Human evaluation

e
-

Question
Correct answer

Generated answer

Clinically useful?

0 10
T
+ Score: 9

A 60-year-old man presents to the physician with a 1-week history of lower back pain.
Notably, he has experienced painless hematuria on several occasions over the past 2
months. During the physical examination, localized tenderness is identified over the lumbar
spine. Further investigations, including a CT scan, reveal multiple osteolytic lesions in the
lumbar vertebrae, while cystoscopy detects a 4-cm mass in the right lateral wall of the
bladder. Additionally, a photomicrograph of a biopsy specimen is provided.

Microscopic image of urothelial cancer (models cannot see this caption)

Question: What represents the most significant
risk factor for this patient's condition?

Correct diagnosis

Answer: The strongest risk factor for Risk factor provided

this patient's condition is smoking.

Med-Flamingo

Answer: The patient has a diagnosis of metastatic

prostate cancer X Wrong diagnosis

Baseline
X No risk factor provided

Figure 6: Example of a Visual USMLE problem.

Source : M. Moor et al., arXinf2023)
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Multimodal Foundation Models in Medicine

Medical Applications of GenAl

= Med-PaLM M : Generalist Approach to Multimodal Foundation Models in Medicine

- Med-PaLM M is a large multimodal generative model that flexibly encodes and interprets biomedical data
including clinical language, imaging, and genomics with the same set of model weights.

Dermatology
\ j < )
Mammography » Medical s
- =N LE = Question LB /]
> Answering i ' \ )
Tool Use Model Graftin Generalist Systems . armmagrapty !
9 y Genomlss LE ) , , Classification .
NN Medical Visual
N> Question %"] LE =
{ Answering > »_ Dermatology
= ~ Classification
Radiograph Medical Image 5 _J |
- Classification Genomic
Med-PaLM M Variant Calling @ s
Tools/Models LLM Legend 1- 4| Radiology T,
for Example Report ‘
Modalities: s Summarization =)
______ ransformer i i
] Embedding =) Visual Que;stnon
. Radiology Aswenng
I 3 I Multimodal Extensi €k b L _J
ultimodal Extensions :
. - - Generation Radiology Report b —]
S - (o 7 . Modality . Radiology = Generation
Information R s j v
Chest X-ray Mammogram . Encoders eport v Genomic
142 ] Variant Calling L =
Medical =) Medical
uestion Answerin
Knowledge : Radiology Report R .
Pathology Summarization
MultiMedBench modalities and tasks = - Best Prior Specialist Model Capability Med-PaLM M Capability

Tao Tu et al., NEJM Al (2024)
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Medical Applications of GenAl

Multimodal Foundation Models in Medicine

= Med-PaLM M : Generalist Approach to Multimodal Foundation Models in Medicine
- Med-PalLM M reaches performance competitive with or exceeding the state of the art on all MultiMedBench
tasks, often surpassing specialist models by a wide margin.

Table 4 | Zero-shot classification performance of Med-PaLM M on the tuberculosis (TB) detection task. Med-PaLM

M performs competitively to the SOTA model [74] finetuned on the Montgomery County TB dataset using model ensemble.

Notably, Med-PaLLM M achieves this result with a simple task prompt consisting of a single text-only exemplar (without
task-specific image and hence zero-shot), in contrast to the specialist model that requires training on all the samples in the

dataset.
Model # Training samples  Accuracy
SOTA [74] 138 92.60%
Med-PaLM M (12B) 0 86.96%
Med-PaLM M (84B) 0 82.60%
Med-PaLM M (562B) 0 87.68%

Instructions: You are a helpful radiology assistant. The following are questions about tuberculosis vs normal chest X-rays. Solve it step by step, output a Yes/No answer and
explanation.

Given <img>. Q: Is it a normal chest x-ray? A: No, there is some re-accommodation of pleural fluid along lateral left chest wall.

Given <img>. Q: Is it a normal chest x-ray?

Med-PaLM M 84B

No. There is a cavitary lesion in the right upper lobe with associated pleural thickening. The left lung appears clear. The
cardiomediastinal silhouette is unremarkable.

Correctness: There is a cavitary lesion in the right upper lobe with associated pleural thickening, which is the most
important of multiple important TB-related findings on this image.

Incorrectness: The left lung is not clear, with a small cavitary lesion in the left upper lobe related to TB. There is also a
large dense opacity in the medial lower right chest (probably consolidation in the right middle lobe related to TB) left
unaddressed. This opacity partially obscures the right cardiac silhouette.

Med-PaLM M 562B

No. There is cavitary lesion in the right upper lobe. There is also right hilar and mediastinal adenopathy. There is scarring
in the right middle lobe. There is no pleural effusion.

Correctness: There is a cavitary lesion in the right upper lobe, which is the most important of multiple important
TB-related findings on this image. There is no pleural effusion.

Partial correctness: Scarring in the right middle lobe, and right hilar and inferior mediastinal adenopathy may both allude
to the large dense opacity in the medial lower right chest (probably consolidation in the right middle lobe related to TB).

Incorrectness: The small cavitary in the left upper lobe lesion related to TB is unaddressed.

562B 84B 12B Reference Report 562B 84B 12B Reference Report
R4 = 16.0% 30.0% 8.0% 46.0% R4 25.8% 74.2% 39.5% 60.5% 14.8% 85.2%
R3 13.6% 25.8% 24.2% 36.4% R3 27.3% 72.7% 41.5% 58.5% 40.0% 60.0%
R2 25.7% 15.7% 25.7% 32.9% R2  43.9% 56.1% 32.4% 67.6% 43.9% 56.1%
R1 15.0% 31.7% 20.0% 33.3% Rl 31.0% 69.0% 48.7% 51.3% 37.5% 62.5%
(a) Best-ranked report in four-way comparison (b) Pairwise preference of each model scale compared to reference
report
Indication Reference Report

-year-old male with intubation. No prior

examinations for comparison.

Endotracheal tube terminates 6 cm from the carina. Nasogastric tube loops within the stomach with side port within the gastric
body. There are no significant pleural effusions or pneumothorax. Mild retrocardiac atelectasis is present. Heart size is normal.
The aorta is tortuous.

Med-PaLM M 12B

An endotracheal tube terminates 5 cm above the carina. There is no pneumothorax or large pleural effusion. Opacities in the
medial right lower lobe and retrocardiac region may represent atelectasis aspiration or pneumonia. A calcified lymph node is

noted in the aortopulmonary window. Cardiac size is normal. [No comment about NG/OG tube]

Med-PaLM M 84B
Endotracheal tube terminates 5 cm above the carina. Nasogastric tube courses below the diaphragm and inferiorly beyond the
film. There is retrocardiac opacity which may represent atelectasis or aspiration. The heart size is normal. The aorta is tortuous
and unfolded. No pleural effusions or pneumothorax.

Med-PaLM M 562B
Endotracheal tube terminates 5 cm above the carina. Nasogastric tube courses below the diaphragm and inferiorly beyond the

film. Lung volumes are low with crowding of bronchovascular markings. There is a left retrocardiac opacity. There is no
pneumothorax or pleural effusions.

Significant error Insignificant error [Omission]

Source : Tao Tu et al., arXiv2307.14334 (2023)
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Medical Applications of GenAl

Multimodal Foundation Models in Medicine

= RadFM : Towards Generalist Foundation Model for Radiology
- Based on a large-scale Medical Multi-modal Dataset, MedMD, consisting of 16M 2D and 3D medical scans,
Radiology Foundation Model, termed as RadFM is developed and evaluated.

7: BB What type of
imaging modality is used to
acquire the given image?
R: MRI

7: B8 please caption this scan
with findings and impression.

R: Findings: Left tongue mass with
a depth of invasion of 1 cm (T2) ...
Impression: Squamous cell ...

[ Head and Neck ]

T: As shown in Fig.1, ]
an oblique X-ray of a 17
years old patient...

shows avulsion fracture.

[ Upper Limb

J: Patient: Age: 20 years Gender: Male. ||
P Radiculopathy and left upper limb
weakness. Identify the disease and

describe the classic radiological pre....
R: Osteochondroma. Radiological features..

[ Spine ]

impression.

7 Please caption
this scan with findings and

! R: Findings: Below knee
amputation margins of the
tibia and fibular are ...

J: What abnormality can
be observed in the areas
of subpleural? F¥g3)

R: Small cystic changes

o
[

Thorax ]

J: Patient: Age: 30 years Gender: Male.
B F the disease and describe the ...
R: Tuberculous lymphadenitis. The
radiological features are follows. CT: ...

[ Abdomen ]

3 What disease
is shown on the given
images?

R: The images show a
typical pedunculated
osteochondroma

[ Lower Limb

]

[ Pelvis ]

AI H s Samsung Advanced Institute for
A Health Sciences & Technology, SKKU

Source

a. Dataset b. Training Procedure
PMC-CaseReport PMC-Inline
MP Rad3D
’ : MedMD
Pre-training
PMC-OA MedMD & RadMD MIMIC-CXR (16M)
RadMD
Domain-specific
PMC-VQA NIH ChestXray14 Fine-tuning
(3M)
Other Existing Datasets

c. Architecture Detail

Text Output

Input: Visual scans (3D or 2D) interleaving with texts

Large Language Model

n-th Transformer Decoder Block
Visual '
Encoder i
| |
Perceiver 1-st Transformer Decoder Block
Modality Modality Recognition Rationale Diagnosis
Recognition ACC [ BLEU |
100
]
: 0 - .50 ' 100 ROUGUE l-
1 Disease Diagnosis
: UMLS Precision =
Rationale 4 Disease el ——
I
) ) i N, ) F1 UMLS Recall 1
Diagnosis : -7 Diagnosis r—
~-_ | "-" 0 50 100 0 10 20 30
1 *k\’
,’/ N Medical VQA Report Generation
/, \\
' N By BLEU s
ROUGUE ROUGUE [ e
Repor:t Medical VQA UMLS _Precision UMLS Precision e
Generation UMLS Recall UMLS Recall |
H QOpenFlamingo ®MedVInT “RadFM 0 10 20 30 40 0 5 10 15 20

. Chaoyi Wu et al., arXiv2308.02463 (2023)
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Considerations of Medical Gen Al

Challenges and Potential Risks

» Challenges and Potential Risks of LLMs and LMMs as a Medical Device

AIHS Samsung Advanced Institute for
- Health Sciences & Technology, SKKU

Data Collection : Clinical history, treatment outcome, genomic or other molecular data altogether? -
Privacy . Free from de-anonymization? Consent for multimodal data?
Reqgulatory Approval : Medical Device or not? Approval of FM?

Clinical Trial : How to evaluate FM-based medical devices or GMAI?

Usability : What would be the user interface of GMAI? Input and output? Jailbreak-free?
Deployment : Cloud-based or on-premise. Multimodal Integration? Continuously updated or frozen models.
Safety : Hallucination-free? Trustworthiness of the output? Over or mis-use?

Liability : Who's in charge of adverse event? FM developer? Service Provider? Clinician?

Table 1| Challenges in the regulatory approval of large
language models

Challenge Details

Verification Near-infinite range of inputs and outputs, including
hallucinated outputs, make these models untestable

Provenance No control over provenance when used as an underlying
model on which a medical device is built

Changes Not a fixed model, as the generative approaches and
the manual and automated constraining of outputs (for
example, to limit harmful advice) can be adapted on

market

Usability Near-infinite range of user experiences, depending on
the input

Risks No proven method to prevent harmful outputs

Surveillance A near-infinite number of outputs make surveillance
impossible

S. Gilbert et al.,

Development

— Validation

} Monitoring

Table 3. A list of regulatory challenges related to the rise of LLMs.

Regulatory challenge

Short description

Patient Data Privacy

Intellectual Property

Medical Malpractice Liability
Quality Control & Standardization
Informed Consent

Interpretability & Transparency
Fairness and Bias

Data Ownership

Over-reliance on Al Models

Continuous Monitoring & Validation

Ensuring that patient data used for training large language models are fully anonymized and protected from
potential breaches. This poses a significant regulatory challenge, as any violation could lead to serious
consequences under privacy laws like HIPAA in the US.

If an LLM generates content similar to proprietary medical research or literature, it could lead to issues
regarding intellectual property rights.

Determining who is responsible when an Al's recommendations lead to patient harm. Is it the Al developers,
the healthcare professionals who used it, or the institutions that adopted it?

Regulation is required to ensure the reliability and consistency of Al-generated medical advice, which can vary
based on the data used to train the Al

Patients need to be informed and give consent when Al tools are used in their healthcare management. This is
challenging because it can be difficult for patients to fully understand the implications of Al use.

Regulations need to ensure transparency about how decisions are made by the Al. This is particularly
challenging with Al models that are often termed as "black boxes" due to their complex algorithms.

Regulation is needed to prevent biases in Al models, which could be introduced during the training process
using patient data. This can lead to disparities in healthcare outcomes.

It can be challenging to define and regulate who owns the data that large language models learn from,
especially when it comes to patient data.

Over-reliance on Al could lead to decreased human expertise and potential errors if the Al malfunctions or
provides incorrect information. Regulations are needed to balance the use of Al and human expertise.

Ensuring the continuous performance, accuracy, and validity of Al tools over time and across different
populations is a critical regulatory challenge.

Nature Medicine(2023), B. Mesko et al., npj Digital Medicine(2023) CS

} Deployment




Considerations of Medical Gen Al LLMs or LLM as a SaMD

= Can LLMs beregulated as a Software as a Medical Device?

Comment Table 3 | Steps for the approval of LLM-enabled medical

devices

https://doi.org/10.1038/s41591-023-02412-6

Regulatory requirementand Possible approaches for developers

SAIHST

Largelanguage model Al chatbots require
approval asmedical devices

Stephen Gilbert, Hugh Harvey, Tom Melvin, Erik Vollebregt & Paul Wicks

M Check for updates

Chatbots powered by artificial intelligence
used in patient care are regulated as medical
devices, but their unreliability precludes
approval assuch.

Every new technology must satisfy concerns of safety, performance
and risk/benefit to flourish. Large language models (LLMs) are neural
network language models thatinclude OpenAl’'s Generative pre-trained
transformer (GPT) and Google’s Pathways Language Model (PaLM)".
ChatGPTis anLLM chatbotlaunched in November 2022 that hasremark-
able conversational capability and the capacity to near-instantly and
creatively mimic different human conversational styles on request™’.
Its underlying LLM was updated from GPT-3.5to GPT-4in March 2023°.
It has been proposed that LLM chatbots can be applied in medicine,
inwhich information exchange, advice and the linking of information
flows are crucial parts of service delivery**. Today, however, devel-
opers of LLM chatbots acknowledge that they often generate highly
convincing statements that are verifiably wrong, as well as sometimes
‘hallucinating’ information or providing inappropriate responses to
questions™ (Table 1).

LLM chatbots produce a‘reasonable continuation’ of text, starting
from a prompt, using their tokenized encoding of language extracted
from billions of unidentified general web pages and books®. Their
developmentincludes both non-supervised and supervised learning,
with numerous trial-and-error human decisions to optimize their
plausibility and reasonableness. Today there is no way to be certain
about the quality, evidence level or consistency of clinical informa-
tionor supportingevidence for any LLM response. LLMs simply reas-
semble what was most commonly written by humans’, and when
asked to produce asource, they will frequently invent a plausible, but
nonexistent, citation®.

Regulation as medical devices

Some claim that these tools could transform medicine through appli-
cations including streamlining communication tasks and providing
clinical decision support (CDS)**. However, under EU and US law, tools
intended for most of these use cases must be approved as medical
devices (Table 2). Software performing anything more than simple
database functions to assist in diagnosis, prevention, monitoring, pre-
diction, prognosis, treatment or alleviation of disease is categorized as
amedical device, and regulatory controls apply, including the require-
ment that the tools be developed in a quality-management system.
The EU also requires post-market surveillance and clinical follow-up,
which are particularly challenging for LLMs. As they have noinheritable
quality assurance from their developers, they are excluded from use
as external ‘plug-in’ components of medical devices, such as through
an application programming interface (API).

Table 1| Challenges in the regulatory approval of large
language models

Challenge Details

Verification Near-infinite range of inputs and outputs, including
hallucinated outputs, make these models untestable

Provenance No control over provenance when used as an underlying
model on which a medical device is built

Changes Not a fixed model, as the generative approaches and
the manual and automated constraining of outputs (for
example, to limit harmful advice) can be adapted on

market

Usability Near-infinite range of user experiences, depending on
the input

Risks No proven method to prevent harmful outputs

Surveillance A near-infinite number of outputs make surveillance
impossible

Because they have anear-infinite range of inputs and outputs, it is
challenging to test the usability and on-market performance of LLMs,
and so it is questionable whether their tendency to suggest harmful
or false — yet highly plausible — information can ever be controlled
(Table 1). In their current state, LLMs do not ask for missing informa-
tionneeded to provide anaccurate answer, provide no accompanying
indication of relative certainty or confidence, and generally provide
no genuine sources. This rules out their use in the USA for non-device
clinical decision support. It also makes it extremely challenging to
verify the outputs of the design process, mitigate all identified risks
and demonstrate valid clinical association between inputs and outputs,
both prior to approval and in ongoing monitoring after their market
release; theseissues effectively rule out their valid marketing as medical
devices under current EU law.

Arguably, search engines have transformed medicine, and despite
protests from medical providers, some two-thirds of patients carry out
an online search on their symptoms before a medical consultation’;
most doctors do so too, checking search engines between one and
three times a day®. Search engines have roles in decision-making, but
this does not make them regulated medical devices, as their develop-
ers did not have the intended purpose of providing a tool for medical
diagnosis, decision support or planning therapy when creating them®'°.

Theforthcomingintegration of LLM chatbotsinto search engines
may increase users’ confidence in the search results by mimicking
conversation'. However, it has been demonstrated that LLMs can
provide profoundly dangerous information when prompted with
medical questions®. Alarming examples of this include an LLM advising
asimulated mental health patient to kill themselves' and a version of
Bing occasionally threatening users. Nonetheless, at least one mental
health counselling app has used GPT-3 to respond to users, without

nature medicine

Samsung Advanced Institute for
Health Sciences & Technology, SKKU

challenge

A clearly defined intended

purpose

Limit responses to user prompts to the stated
scope of the device. Limit scope and severity
to exclude emergency or critical use.

Determine therisk class
according to national
frameworks

Design to inform, not drive, medical decisions.

Define requirements

« Implement performance benchmarks for
narrow use cases. Stop or highly constrain
on-market adaptivity, and document this.

« Constrain the LLM to stop harmful advice
and improve safety.

« Control risks of data leakage and
unconsented use of data to comply with data
protection.

- Provide accessible information to users on
safe use.

Demonstrated analytical
and clinical validity of
output toinputs and use
validatable knowledge
base

- Use only an LLM self-developed by the
medical device manufacturer or an LLM
developed by an external provider that is
documented for use in a medical device.

« Develop from authoritative medical sources.

« Rigorously test, constrain, retest and
document.

- Link automated real-time fact checking
approaches in feedback to the LLM.

- Carry out comprehensive clinical trials to
demonstrate the safety and efficacy of the
LLM medical device, following regulations
and reporting frameworks.

S. Gilbert et al., Nature Medicine(2023)




Considerations of Medical Gen Al

LLM or LMM as a SaMD

= [nternational Efforts for Guiding Proper Use of LLM and LMM in Healthcare

SAIHST

Correspondence

https://doi.org/10.1038/s41591-023-02656-2

Reporting standards for the use of large
language model-linked chatbots for

health advice

% Check for updates

odern artificial intelligence

(Al)-based chatbots such as

ChatGPT leverage the technol-

ogy of large language models

(LLMs) and natural language
processing'. These chatbots use natural
language processing to enable user interac-
tions viaachat-based interface that produces
LLM-generated text. Their performance has
improved as LLM-linked chatbots areincreas-
ingly being trained with online sources, and
their impressive qualities have garnered
interest in their application for healthcare
purposes'.

Physicians and patients regularly use the
internet for health advice’”, and the wide
availability of LLM-linked chatbots has raised
concerns for patient safety due to the accu-
racy of their output®. Healthcare professionals
haveafiduciaryduty insupporting patientsto
access accurate information, while avoiding
false or misleading sources. For this reason,
there has been substantial research interest
ininvestigating whether LLM-linked chatbots
can provide accurate clinical advice. However,
the reporting of the design, conduct and
analysis of this growing body of research is
inconsistent.

Studies have assessed the performance of
LLM:-linked chatbots in providing a range of
advice for both clinicians and patients. These
have included topics such as health preven-
tion’, screening”, diagnosis’, differential diag-
nosis” and treatment’. Unlike other types of
biomedicalresearch, noreporting standards
exist for studies that evaluate the perfor-
mance of LLM-linked chatbots when pro-
viding clinical advice. It is well documented
that the lack of consistent and transparent

Samsung Advanced Institute for
Health Sciences & Technology, SKKU

reporting of research prevents readers from
appraising the study methods and obfuscates
the interpretation of their findings'. Owing
to the rapidly expanding literature in this
space, there is a need for structured guid-
ance and minimum reporting recommenda-
tions for researchers interested in evaluating
the performance of LLM-linked chatbots in
summarizing health evidence and providing
clinical advice.

To develop areporting guideline for chat-
bot assessment studies, we have gathered a
diverse group of international stakeholders
including statisticians, research methodolo-
gists, reporting guideline developers, natural
language processing researchers, journal
editors, chatbot researchers and patient
partners. The development of the chat-
bot assessment reporting tool (CHART) is
registered with the EQUATOR (enhancingthe
quality and transparency of healthresearch)
international network. This guideline willgen-
erate areporting checklist and flow diagram
by adhering to robust methodology'’, as well
as the evidence-based EQUATOR toolkit on
developing reporting guidelines. This will
involve a review of the literature to identify
relevant reporting guidelines and chatbot
assessment studies. Next, a Delphi consensus
will be conducted among our stakeholders
with public engagement prior to focused,
synchronous consensus meetings. Research-
ers, clinicians and patients will benefit from
the establishment of structured reporting
standards to encourage transparent report-
ing among chatbot assessment studies.
We invite motivated stakeholders to partici-
pate in this collaborative, multidisciplinary
initiative.
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Considerations of Medical Gen Al Future Perspective

= Current Status of Al-based SaMD
- The number of FDA/MFDS approved/cleared Al/ML-based SaMD Is increasing fast.
- However, most of the approved medical devices are using unimodal input, intended for specific use.
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Considerations of Medical Gen Al Future Perspective

= Current Status of Al-based SaMD

- Even though the number of claims are increasing, Al/ML adoption is slower than expected
- This is partly due to the fragmented product/market structure of Al/ML SaMD

DIGITAL RADIOLOGY PLATFORMS
d Bocktord | €} | Camom | gy feon ™| @ deepe | Blrum | * ncerro| @uwemirr | u osmis | Q)92 | pups | SECTHA
Growth of Medical Al in CPT Codes =
Monthly Claims By Medical Al Procedure i
1000+ Total claims ==
. Coronary artery disease -
§ . Diabetic retinopathy e
% . Coronary atherosclerosis i
£ = =
5 . Liver MR = -
v — ” e
All other procedures combined = oy
" | 100-1000 Total claims L “
1 : | s
! “':;f 1 : : e - e
Total CPT Medical Al Procedures By Year u‘ $8l| Multi-Organ MRI G | Quantitative MRCP = 5=
g 16 "“ & | Breast ultrasound ®§ | Cardiac waveform recording E:m ;;
© 17 " @ ECG Cardiac dysfunction o e
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o 12 1 oy —
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E "| ﬁéﬂ Epidural infusion @ Arterial plaque analysis v —
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: 1 \ - e
S 1 | ' : ] | .| Q\ﬁ Insulin dosage C=3| X-Ray bone density = o
2019 2020 2021 2022 2023 | g . — . e
Year ‘ = ==

Kevin Wu et al., NEJM AI(2024),https://dieurope.com/radiology-al-at-a-glance/
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Considerations of Medical Gen Al Future Perspective

= Toward Generalist Medical Al

- A generalist medical AI(GMAI) models will be capable of carrying out a diverse set of tasks using very little or
no task-specific labelled data.

- Bullt through self-supervision on large, diverse datasets, GMAI will flexibly interpret different combinations of

medical modalities, including data from imaging, electronic health records, laboratory results, genomics, graphs
or medical text.

- Models will In turn produce expressive outputs such as free-text explanations, spoken recommendations or
Image annotations that demonstrate advanced medical reasoning abillities.

NARROW Al GENERALIST MEDICAL Al
*’ ;:';) & o \]( (}‘“ﬁ\ S G A = , - Radiologist
SER \[ LI USILY LT 8 ()‘u"‘ '0 —
511 (S )
R UL .“. | NON-IMAGING DATA
| -. SIS TS BT I3 GENERALIST | CUSTOMIZED = — R &
3 Lo e Aol , =B =— =2
i I \ MEDICAL IMAGES MEDICAL | INTERACTIVE - 4—@-» (V)
; Al REPORTS Physician
Measure Predict response Write full reports
specific regions to therapy and from image prompt CLINICAL HISTORY
select novel
{ Quantitative biomarkers candidates Report translation O=—
2 e ' i | specified for user e —
’ Image denoising} Triage individual Radiology-genomics (clinician specialist, “The patient has e @
findings correlation ‘ patient, etc.) ~—  developed heart
i | failure..” ‘;EI]
il Patient
What radiologists can do -'::5‘ .,:.';-.'.‘:I_; What radiologists cannot do ‘ What Al can do
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